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8. Jensen inequality

Definition 64 Let a,b € R, with a < b. Let ¢ : |a,b[— R be an R-valued
function. We say that ¢ is a convex function, if and only if, for all x,y €]a, b|
and t € [0, 1], we have:

P(te + (1 —t)y) < to(x) 4+ (1 —t)d(y)

EXERCISE 1. Let a,b € R, with a < b. Let ¢ : |a,b[— R be a map.

1. Show that ¢ : Ja,b[— R is convex, if and only if for all 1, ..., z, in Ja, b]
and aq,...,q, in RT with ay + ...+ a, =1, n > 1, we have:

dlarxy + ...+ anxy) <ard(xr) + .. and(ay,)

2. Show that ¢ : ]Ja,b[— R is convex, if and only if for all z,y, z with a <
T <y < z<bwe have:

#(y) <

z—y y—x
o(z) +
z—x z—x

¢(2)

3. Show that ¢ : Ja,b[— R is convex if and only if for all ,y, z with a < 2 <
y < z < b, we have:

o) — 6l@) _ 9(2) — 6(v)
y—x  ~ z—y
4. Let ¢ : Ja,b[— R be convex. Let x¢ €]a,b[, and u,u’,v,v" €]a,b] be such
that u < v < zo < v <v'. Show that for all z €]xg, v]:

D) — bu) _ dx) — dlwo) _ S0) — 6(v)
v—-—u T x—x - v =

and deduce that lim, | |,, ¢(z) = ¢(z0)

5. Show that if ¢ : Ja,b[— R is convex, then ¢ is continuous.

6. Define ¢ : [0,1] — R by ¢(0) = 1 and ¢(x) = 0 for all x €]0, 1]. Show that
p(tr + (1 —t)y) <tp(x) + (1 —t)o(y), Vo, y,t € [0,1], but that ¢ fails to
be continuous on [0, 1].

Definition 65 Let (2,7) be a topological space. We say that (Q,7) is a
compact topological space if and only if, for all family (V;)ic1 of open sets
in Q, such that Q = U;e[V;, there exists a finite subset {i1,...,i,} of I such
that Q=V;, U...UV;,.

In short, we say that (2,7) is compact if and only if, from any open covering
of , one can extract a finite sub-covering.

Definition 66 Let (£2,7) be a topological space, and K C Q. We say that K
is a compact subset of 2, if and only if the induced topological space (K, T k)
s a compact topological space.
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EXERCISE 2. Let (£2,7) be a topological space.

1.
2.
3.

Show that if (£2,7) is compact, it is a compact subset of itself.
Show that ) is a compact subset of €.

Show that if Q' C Q and K is a compact subset of €', then K is also a
compact subset of €.

Show that if (V;);er is a family of open sets in 2 such that K C U;e/V;,
then K = U;er(V;NK) and V; N K is open in K for all i € I.

Show that K C € is a compact subset of ), if and only if for any family
(Vi)ier of open sets in Q such that K C U;e;V;, there is a finite subset
{i1,...,in} of I such that K CV;, U...UV;

n*

Show that if (©,7) is compact and K is closed in 2, then K is a compact
subset of 2.

EXERCISE 3. Let a,b € R, a < b. Let (V;);cr be a family of open sets in R such
that [a,b] C U;erVi. We define A as the set of all « € [a, b] such that [a,x] can
be covered by a finite number of V;’s. Let ¢ = sup A.

1.
2.

© N o o«

Show that a € A.
Show that there is € > 0 such that a + ¢ € A.
Show that a < ¢ < b.

Show the existence of ig € I and ¢/, c¢” with a < ¢ < ¢ < ¢, such that
Je, "] C Vi

Show that [a, /] can be covered by a finite number of V;’s.
Show that [a, ] can be covered by a finite number of V;’s.
Show that b A ¢’ < ¢ and conclude that ¢ = b.

Show that [a,b] is a compact subset of R.

Theorem 34 Leta,b € R, a <b. The closed interval [a,b] is a compact subset

of R.

Definition 67 Let (2,7) be a topological space. We say that (Q,7T) is a
Hausdorff topological space, if and only if for all x,y € Q with x© # y, there
exists open sets U and V in Q, such that:

xeU,yeV,UnNnV=>0

EXERCISE 4. Let (£2,7) be a topological space.
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Show that if (Q,7) is Hausdorff and Q" C €, then the induced topological
space (Q', 7joy) is itself Hausdorff.

Show that if (€2, 7) is metrizable, then it is Hausdorff.
Show that any subset of R is Hausdorff.

Let (2;,7;)icr be a family of Hausdorff topological spaces. Show that the
product topological space I1;c;€2; is Hausdorff.

EXERCISE 5. Let (2, 7) be a Hausdorff topological space. Let K be a compact
subset of 2 and suppose there exists y € K°.

1.

A s &

Show that for all x € K, there are open sets V., W, in Q, such that
yeVey,x€Wyand Vo, NW, =

Show that there exists a finite subset {1, ..., 2,} of K such that K C WV
where WY =W, U...UW,, .

Let VY =V, N...NV, . Show that V¥ is open and VY N W¥ = (.
Show that y € V¥ C K*.

Show that K¢ = Uyeg-V"Y

Show that K is closed in 2.

Theorem 35 Let (2,7) be a Hausdorff topological space. For all K C Q, if
K is a compact subset, then it is closed.

Definition 68 Let (E,d) be a metric space. For all A C E, we call di-
ameter of A with respect to d, the element of R denoted 6(A), defined as
0(A) = sup{d(x,y) : x,y € A}, with the convention that §()) = —oo.

Definition 69 Let (E,d) be a metric space, and A C E. We say that A is
bounded, if and only if 6(A) < +oo.

EXERCISE 6. Let (E,d) be a metric space. Let A C E.

1.
2.

3.

Show that §(A) = 0 if and only if A = {z} for some = € E.

Let ¢ : R —]—1,1] be an increasing homeomorphism. Define d”(z,y) =
|z — y| and d'(z,y) = |¢p(z) — ¢(y)|, for all z,y € R. Show that d’' is a
metric on R inducing the usual topology on R. Show that R is bounded
with respect to d’ but not with respect to d”.

Show that if K C FE is a compact subset of E, for all ¢ > 0, there is a
finite subset {z1,...,2,} of K such that:

K C B(x1,€) U...UB(zp,¢)
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4.

Show that any compact subset of any metrizable topological space (£2,7),
is bounded with respect to any metric inducing the topology 7.

EXERCISE 7. Suppose K is a closed subset of R which is bounded with respect
to the usual metric on R.

1.
2.

- W

Show that there exists M € R such that K C [—M, M].
Show that K is also closed in [—M, M].
Show that K is a compact subset of [—M, M].

Show that K is a compact subset of R.

5. Show that any compact subset of R is closed and bounded.

Show the following:

Theorem 36 A subset of R is compact if and only if it is closed, and bounded
with respect to the usual metric on R.

EXERCISE 8. Let (2, 7) and (S, 7s) be two topological spaces. Let f : (Q,7) —
(S,7s) be a continuous map.

1.

2.

Show that if (W; ) is an open covering of f(€2), then the family (f~*(W;))ies
is an open covering of .

Show that if (2, 7) is a compact topological space, then f(2) is a compact
subset of (S, 7g).

EXERCISE 9.

1.
2.

Show that (R, 7g) is a compact topological space.
Show that any compact subset of R is a compact subset of R.
Show that a subset of R is compact if and only if it is closed.

Let A be a non-empty subset of R, and let & = sup A. Show that if
a # —o0, then for all U € Tg with o € U, there exists 8 € R with 8 < «
and |3, a] C U. Conclude that a € A.

Show that if A is a non-empty closed subset of R, then we have sup A € A
and inf A € A.

Consider A = {x € R, sin(x) = 0}. Show that A is closed in R, but that
supA € A and inf A ¢ A.

Show that if A is a non-empty, closed and bounded subset of R, then
sup A € A and inf A € A.
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EXERCISE 10. Let (€2,7) be a compact, non-empty topological space. Let f :
(Q,7) — (R,7g) be a continuous map.

1. Show that if f(Q2) C R, the continuity of f with respect to 7g is equivalent
to the continuity of f with respect to 7g.

2. Show the following:
Theorem 37 Let f: (Q,7) — (R, 7g) be a continuous map, where (Q,T) is a

non-empty topological space. Then, if (Q,7T) is compact, [ attains its mazimum
and minimum, i.e. there exist T,z € Q, such that:

f@m) = gggf(x) , flam) = ilelgf(w)

EXERCISE 11. Let a,b € R, a < b. Let f : [a,b] — R be continuous on [a, b],
and differentiable on ]a, b[, with f(a) = f(b).

1. Show that if ¢ €]a, b[ and f(c) = sup,¢(q 4 f(x), then f'(c) =

2. Show the following:

Theorem 38 (Rolle) Leta,be R, a <b. Let f : [a,b] — R be continuous on
[a,b], and differentiable on la,b|, with f(a) = f(b). Then, there exists ¢ €|a,b|
such that f'(c) =0

EXERCISE 12. Let a,b € R, a < b. Let f : [a,b] — R be continuous on [a, ]
and differentiable on ]a, b[. Define:

hz) 2 f(2) — (@ — a) L0 =1

b—a
1. Show that h is continuous on [a, b] and differentiable on ]a, b].
2. Show the existence of ¢ €]a, b] such that:

f(b) = fla) = (b= a)f'(c)

EXERCISE 13. Let a,b € R, a <b. Let f : [a,b] = R be a map. Let n > 0. We
assume that f is of class C™ on [a,b], and that f("*1) exists on ]a,b[. Define:

é (b_x)nJrl
) .09 =100 - % 00 -GG

where « is chosen such that h(a) = 0.

1. Show that h is continuous on [a, b] and differentiable on ]a, b].
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2. Show that for all = €]a, bl:

Wiy = E=0" (o ponin )

n!

3. Prove the following:

Theorem 39 (Taylor-Lagrange) Let a,b € R, a < b, and n > 0. Let
f:la,b] = R be a map of class C™ on [a,b] such that f+V) exists on ]a,b[.
Then, there exists ¢ €]a, b such that:

_ - (b—a)k (k)
) = fa) =" =M a) +

(b —a)"tt

(n+1)! 7

EXERCISE 14. Let a,b € R, a < b and ¢ : |a,b[— R be differentiable.
1. Show that if ¢ is convex, then for all z,y €la,b[, x < y, we have:
¢'(z) < ¢'(y)

2. Show that if x,y,z €la,b] with < y < z, there are ¢1,c2 €]a,b], with
c1 < ¢ and:

P(y) — o(z)
o(2) —oly) = d(2)(z—y)

3. Show conversely that if ¢’ is non-decreasing, then ¢ is convex.

Il
L
—

[¢)
[y
~—
—~
<

I

8
~

4. Show that x — e* is convex on R.

5. Show that x — —In(x) is convex on |0, o0

Definition 70 we say that a finite measure space (0, F, P) is a probability
space, if and only if P(Q) = 1.

Definition 71 Let (2, F, P) be a probability space, and (S,%) be a measurable
space. We call random variable w.r. to (S,X), any measurable map X :
(€, F) — (5,%).

Definition 72 Let (2, F, P) be a probability space. Let X be a non-negative
random variable, or an element of L&(Q, F, P). We call expectation of X,
denoted E[X], the integral:
E[X] 2 / XdP
Q

EXERCISE 15. Let a,b € R, a < b and ¢ : Ja,b[— R be a convex map. Let
(Q, F, P) be a probability space and X € Li (2, F, P) be such that X () Cla, b].
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A

. Show that ¢ o X : (Q,F) — (R, B(R)) is measurable.

Show that ¢ o X € LE(Q, F, P), if and only if E[|¢ o X|] < 4o0.

Show that if E[X] = a, then ¢ € R and X = a P-as.
Show that if E[X] = b, then b € R and X = b P-a.s.
Let m = E[X]. Show that m €]a, b][.
Define:
g2y O =0
x€la,m| m—x

Show that 8 € R and that for all z €m, b[, we have:

5 < 912) = om)

z—m

Show that for all z €]a, b[, we have ¢(m) + f(z —m) < ¢(x).

Show that for all w € Q, ¢p(m) + S(X (w) —m) < P(X(w)).
Show that if ¢ o X € Lk (2, F, P) then ¢(m) < E[¢p o X].

Theorem 40 (Jensen inequality) Let (Q2,F, P) be a probability space. Let
a,b € R, a < b and ¢ : ]Ja,b[— R be a conver map. Suppose that X €
Lk (2, F, P) is such that X () Cla,b[ and such that ¢ o X € LK(Q,F,P).
Then:

P(E[X]) < E[¢p o X]
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Solutions to Exercises

Exercise 1.

1. Let ¢ :]a,b|— R be convex. Given n > 1, let H,, be the property that for

all x1,...,x, in Ja,b], and ay,...,q, in RT such that oy + ...+, = 1,
we have:

d)(alxl ++Oénxn) < a1¢(x1) + +an¢(xn) (1)
H; is obviously true. Since ¢ is convex, Hs is also true. Given n > 3,
suppose that H,,_; has been proved. Let z1,...,2, in Ja,b[ and oy, ..., oy

in R* be such that oy + ...+, = 1. Definet = a3 + ...+ ap_q. If
t =0, then a; =0 forallie {1,...,n—1}, and a;,, = 1. So (1) is clearly
satisfied. Suppose t # 0. From our induction hypothesis H,,_1, we obtain:

d)((alxl +...+ anflxnfl)/t) < (a1¢(x1) +...+ anfld)(xnfl))/t

ie. top(z) < arp(xr) + ... + apn_16(xn—1), where x has been defined as
x = (o121 + ...+ an_12,—1)/t. Note that z is an element of ]a,b]. Let
Yy = x,. Since by assumption, ¢ is convex and ¢ € [0, 1], we have:

Pt + (1 —t)y) < to(x) + (1 —t)d(y)
and thus:

o(tr + (1= t)y) < and(@1) + ... + om—19(@n-1) + (1 = 1)P(y)

Since 1 — t = a,, we see that (1) is therefore satisfied, which proves that
H,, is true. This induction argument shows that H,, is true for all n > 1,
whenever ¢ is convex. Conversely, if H, is true for all n > 1, then in
particular Hs is true, and ¢ is immediately convex.

2. Let ¢ :]a,b|— R be convex, and z,y,z with a < < y < z < b. Let
t=(z—y)/(z—x). Then t €]0,1[and 1 —t = (y — x) /(2 — x). Moreover,
we have y = tx 4+ (1 — t)z. ¢ being convex, we obtain:

o(y) < =Lo@)+ L= o(z) (2)

zZ—X Z—x

Conversely, suppose ¢ :|a, b|— R is a map such that (2) holds for all z,y, z
with a <z <y < z <b. Let &,z €a,b] and ¢ € [0,1]. Without loss of
generality, we can assume that x < z. If t =0, ¢ =1, or x = z, then we
immediately have:

P(tw + (1 —t)z) < to(x) + (1 —)d(2) (3)

Assume that © < z and t €]0,1]. Define y = tx + (1 — ¢)z. Then,
x < y < z. Moreover, it is easy to check that (z —y)/(z — z) = t and
(y —x)/(z —x) =1 —t. From (2), we conclude that (3) is also satisfied.
Hence, we see that ¢ is convex. We have proved that a map ¢ :]a,b[— R
is convex, if and only if inequality (2) holds, whenever a < z <y < z <b.
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3. From the previous question, ¢ :]a,b[— R is convex, if and only if for all
xz,y,z with a < x <y < z < b, we have:

6y) < ——2o(x) + L—0(2)
which is equivalent to:
o) = 9la) _ 9le) = 600) "
y—x z—y

4. Let ¢ :]a,b[— R be convex. Let x¢ €]a, b] and u,u’,v,v’ in ]a, b such that
u<u <xg<v<v. Let x €)xg,v]. Using inequality (4), we obtain:

o) — ou) _ dlao) = o) _ d(x) — dlzo)
uw —u - To — U’ - T — X0
and furthermore:
P(x) — Plao) _ #v) = d(z) _ ¢(v') = 4(v)
T — xg - v—T - v —wv
So, in particular:
B0) — dlu) _ Blx) — dlxo) _ B0 — 6(v)
u —u - T — To - v —wv

It follows that there exist a, 8 € R, such that for all x €]z, v]:
oz —x0) < ¢(x) — ¢(x0) < Bz — w0)

We conclude that the right-hand limit, lim, )., ¢(x) exists, and is equal
to @(xo).

5. Similarly to 4., for all x €)u’, o[, we have:

o) — ¢u) _ ¢zo) — 6(x) _ (') — $(v)

u —u To— T v =

So there exist «, § € R, such that for all z €]u’, xo][:
a(zo — ) < @) — ¢(x) < B(xo — )

We conclude that the left-hand limit, limg114, ¢(z) exists, and is equal to
¢(xzp). Finally, from:

lim 9(@) = ¢lao) = lim ¢(a)

¢ is continuous on xg. This being true for all zy €]a,b[, we have proved
that ¢ :]a,b[— R is a continuous map.

6. Let ¢ : [0,1] — R be defined by ¢(0) = 1, and ¢(x) = 0 for all x €]0,1].
The fact that:

P(tr + (1 —t)y) < to(x) + (1 —t)d(y)
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for all ¢t,x,y € [0,1], is clear. Yet, ¢ obviously fails to be continuous on
[0, 1]. The purpose of this question is to emphasize an important point: in
definition (64), we have restricted a convex function to be defined on some
open interval ]a, b[ (it needs to be an interval, as ¢(tz + (1 — t)y) needs to
be meaningful). If instead, we had allowed a convex function to be defined
on some closed interval [a,b] , it would not necessarily be continuous.

Exercise 1

Exercise 2.

1. Let (Q,7) be a compact topological space. The induced topological space
(©2,7)q) is nothing but (Q,7) itself. So (©2,7q) is compact, and Q is
therefore a compact subset of itself.

2. The induced topology 7jg is defined by 7jp = {AN0 : A€ T}. So
Tip = {0}. The topological space (), {(}) being compact, we see that () is
a compact subset of Q.

3. Let (€, 7) be a topological space and 2’ C Q. Let K be a compact subset
of . Then K C €, and the topological space (K, (7)) k) is compact.
However, the induced topology (7|o/)|x coincide with the induced topol-
ogy Tk It follows that (K, 7|k) is a compact topological space, and K is
therefore a compact subset of 2.

4. Let (V;)ier be a family of open sets in Q, such that K C U,/ V;. If x € K,
then z € V; N K for some i € I. Conversely, if x € V; N K for some
1 €1, then z € K. So K = U;e;V; N K. By definition (23) of the induced
topology, each V; N K is an element of 7, i.e. each V; N K is open in K.

5. Let (2,7) be a topological space, and K C €. Suppose K is a compact
subset of Q. Let (V;);er be a family of open sets in , such that K C
UierVi. From 4., K = U;c;V; N K, and each V; N K is an open set in
K. By assumption, the topological space (K,7|k) is compact. From
definition (65), it follows that there exists {i1,...,4,} finite subset of I,
such that:

K=V, NnK)U...u(V;, NK)=(V;, U...UV;, )N K

In particular, K C V;, U...UV; . Conversely, suppose that K C
has the property that for any family (V;);er of open sets in €2, such that
K C Uie/V;, there exists {i1,...,i,} finite subset of I such that K C
Vi, U...UV; . We claim that K is a compact subset of 2. Indeed, let
(W:)icr be a family of open sets in K such that K = U;c;W;. Since each
W, lies in 7|, for all i € I, there exists V; € T such that W; = V; N K.
So K = U;c;V; N K, and in particular K C U;<;V;. By assumption, there
exists {i1,...,4,} finite subset of I, such that K C V;, U... UV, , and
therefore K = (V;; U...UV; )NK = W;, U.. .UW,; . From definition (65),

n n

we conclude that (K, 7x) is compact, i.e. K is a compact subset of €.
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We have proved that K C € is a compact subset of 2, if and only if for
any family (V;);e; of open sets in € such that K C U;e; Vi, there exists
{i1,...,in} finite subset of I, such that K CV;, U...UV;, .

Let (£2,7) be a compact topological space. Let K C , and suppose that
K is closed in Q. Let (V;);er be a family of open sets in 2, such that
K C UierV;. For all z € Q, either x € K¢ or x € V; for some ¢ € T
(or both). So Q = (U;erVi) U K°. Since K€ is assumed to be open in €,
and (£, 7T) is compact, from definition (65), there exists {i1,. .., %y} finite
subset of I, such that Q = V;, U...UV; ,or Q= (V;, U...UV; )UK°.
In any case, we have K C V;, U...UV; . Hence, given a family (V;);es
of open sets in 2, such that K C U;c;V;, we have found a finite subset
{i1,...,in} of I, such that K C V;; U...UV; . From 5., we conclude that
K is a compact subset of 2. We have proved that any closed subset of a
compact topological space, is itself compact (is a compact subset of it).

Exercise 2

Exercise 3.

1.

By assumption, [a,b] C U;c;V; and in particular, there exists ¢ € I such
that a € V;. So {a} = [a, a] can be covered by a finite number of V;’s. We
have proved that a € A.

Since a € V; for some i, and V; is open in R, there exists € > 0 such that
[a,a + €] C V;. Since a < b, by choosing € small enough, we can ensure
that a + € € [a,b]. Hence, we have found ¢ > 0, such that a + ¢ € [a, ],
and [a, a+ €] is covered by a finite number of V;’s. So we have found € > 0,
such that a + ¢ € A.

Since ¢ = sup A, c¢ is an upper-bound of A. From 2., there exists € > 0,
such that a + € € A. So a+ € < ¢ and in particular, a < ¢. By definition,
A is a subset of [a,b]. So b is an upper-bound of A. ¢ being the smallest
of such upper-bounds, we have ¢ < b. We have proved that a < ¢ < b.

. From 3., ¢ €]a,b] C U;erV;. There exists ig € I with ¢ € V;,. V;, being

open in R, there exist ¢/,¢” such that ¢ < ¢ < ¢’ and |¢/, "] C V;,.
Moreover, since a < c, it is possible to choose ¢’ such that a < ¢/. We

have proved the existence of ig € I and ¢/, ¢”, with a < ¢ < ¢ < ¢’ and
/ /!
Jc', "] € Vi

Since ¢’ < ¢ and c is the smallest of all upper-bounds of A, ¢’ cannot be
such upper-bound. There exists x € A, such that ¢ < z. Since x € A,
[a, ] can be covered by a finite number of V;’s. From [a, ] C [a, 2], we
conclude that [a, ¢'] can also be covered by a finite number of V’s.

From [a,c”] = [a, |V, "], 1, "] CV;, and the fact that [a, ] can be
covered by a finite number of V;’s, we conclude that [a,c”] can also be
covered by a finite number of V;’s.
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7. Since [a,b A "] C [a,c”], it follows from 6. that [a,b A ¢] can be covered
by a finite number of V;’s. Moreover, since b A ¢’ € [a,b], we see that
bAc’" € A. Hence, we have b A ¢’ < ¢. We know from 3. that ¢ < b.
Suppose we had ¢ < b. Since ¢ < ¢”, this would imply that ¢ < b A ¢”,
which is a contradiction. It follows that b = c.

8. From 7., we have [a,b] = [a, ] C [a,c”]. From 6., [a,c”] can be covered by
a finite number of V;’s. It follows that [a, b] can also be covered by a finite
number of V;’s. In other words, there exists a finite subset {i1,...,4,} of
I, such that [a,b] C V;, U...UV; . Having assumed that [a, b] C U;eV;, for
an arbitrary family (V;),cr of open sets in R, we have shown the existence
of a finite subset {i1,...,i,} of I, such that [a,0] CV;, U...UV; . From
exercise (2), we see that [a,b] is a compact subset of R.

Exercise 3

Exercise 4.

1. Let (2,7) be a Hausdorff topological space, and Q" C Q. Let xz,y € Q'
with « # y. In particular, z,y € Q with « # y. Since (2,7) is Hausdorff,
there exist two open sets U,V in Q, such that x € U,y € V and UNV = ().
Define U' = UNQ and V' = VN Q. Then U’ and V' are elements of
the induced topology 7| and furthermore, we have z € U’, y € V' and
U'NV' = (. Given two distinct elements x,y of €', we have found two
disjoint open sets U’, V' in €', containing 2 and y respectively. This shows
that the induced topological space (€', 7o) is Hausdorff.

2. Let (©,7) be a metrizable topological space. Let d be a metric on €,
inducing the topology 7 on €. Let z,y € Q with  # y. Define ¢ =
d(z,y)/2 >0, U = B(z,¢) and V = B(y,¢). Then, U,V are open sets in
Q, with © € U and y € V. Furthermore, if z € B(x,¢€), then d(z,z) <
d(x,y)/2 and consequently:

d(z,y) < d(x,z) +d(z,y) < d(z,y)/2+d(z,y)

from which we see that d(z,y) > d(z,y)/2 = €. So z € B(y,e€), and we
have proved that UNV = ). Given two distinct elements z, y of 2, we have
found two disjoint open sets U, V in €, containing = and y respectively.
This shows that the metrizable topological space (2,7 ) is Hausdorff.

3. From theorem (13), the topological space (R, Tg) is metrizable. It follows
from 2. that (R,7g) is Hausdorff. From 1., any subset of R (together
with its induced topology) is a Hausdorff topological space.

4. Let (2, 7;)ic1 be a family of Hausdorff topological spaces. Let Q = IL;cQ;
and 7 = ©;e;7; be the product topology on € [definition (56)]. Let
x,y € Q with « # y. There exists ig € I such that z(ig) # y(ip). Since
(Qi,,7i,) is Hausdorff, there exist U;,, Vi, open sets in 2;,, such that
x(io) € Uiy, y(io) € Vi, and U;,NVj, = (). Define U = Uj, x ;e 1543 €2 and
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V = Vi, x ien\ (i} Q- Then x € U, y € V and U NV = (). Furthermore,
U and V are rectangles of the family of topologies (7;);cr [definition (52)],
and therefore belong to the product topology ®;c;7; = 7. Given two
distinct elements z, y in 2, we have found two disjoint open sets U, V in €2,

containing x and y respectively. This shows that the product topological
space (€, 7) is Hausdorf.

Exercise 4

Exercise 5.

1.

Let x € K. Since by assumption, y € K¢, we have x # y. The topological
space (€2, 7) being Hausdorff, there exist open sets V,, and W, in 2, such
that y € V., x € W, and V, N W, = ().

For all x € K, we have x € W,.. In particular, K C U,cxW,. K being a
compact subset of 2, and (W, ),cx being a family of open sets in 2, there
exists {z1,...,z,} finite subset of K, such that K C W,, U...UW,_, i.e.
KCWYy=W, U...UW,,.

Let V¥ =V, N...NV,,. All V’s being open in 2, V¥ is a finite intersection
of open sets in €2, and is therefore open in 2. Suppose that € V¥ N WY.
Then, there exists ¢ € {1,...,n} such that x € W,,. Since V¥ C V.., we
see that x € W,, NV,,, which contradicts that fact that W,, NV, = 0. Tt
follows that VY N WY = 0.

. By construction, y € V,, for all i € {1,...,n}. It follows that y € V,, N

...NV,, = V¥ Furthermore from 2., K C W¥ and from 3., V¥NWY = ().
It follows that for all x € V¥, z ¢ K. So V¥ C K¢. We have proved that
yeVy C Ke.

So far, for all y € K¢, we have shown the existence of an open set V¥ in
Q, such that y € V¥ C K¢ It is clear that Uycg-VY C K¢ Conversely,
for all y € K¢, we have y € VY. So K¢ C Uyck-VY. We have proved that
K¢ = UyegV".

From 5., K€ is a union of open sets in €, and is therefore open in 2. We
conclude that K is a closed subset of €. The purpose of this exercise is
to prove theorem (35).

Exercise 5

Exercise 6.

1.

Suppose A = {x} for some z € E. Then 6(A) = sup{0} = 0. Conversely,
suppose 6(A) = 0. Then A # 0, since otherwise we would have §(A) =
—o00. Suppose A had two distinct elements = and y, We would have
0 < d(z,y) < 0(A), contradicting the assumption that 6(4) = 0. It
follows that A has only one element. We have proved that §(A) = 0, if
and only if A = {z} for some z € E.
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2. let ¢ : R —]—1,1[ be an increasing homeomorphism. Let d'(z,y) =
|p(z) — d(y)|. Since ¢ is injective, d’(z,y) = 0 is equivalent to z = y. So d’
is clearly a metric on R. Let A be open for the usual topology on R, i.e.
A € Tr. ¢ being a homeomorphism, ¢! is continuous, and therefore ¢(A)
is open in |—1, 1[. Tt follows that ¢(A) is also open in R. Let z € A. Then
¢(z) € ¢(A), and there exists € > 0 such that |¢(x) — 2| < e = z € ¢(A).
Let y € R be such that d’'(z,y) < e. Then |¢(x) — ¢(y)| < € and therefore
d(y) € ¢(A). ¢ being injective, we see that y € A. We have found € > 0,
such that d'(x,y) < ¢ = y € A. This shows that A is open with respect
to the metric topology induced by d’, i.e. A € Ty. This being true for all
A € Tgr, we have T C 74. Conversely, let A € 7y, Let x € A. There
exists € > 0, such that d'(x,y) < e = y € A. However, ¢ being continuous,
there exists n > 0, such that |z — y| < n = d'(z,y) < e. Hence, we see
that |z — y| < n = y € A. This shows that A is open with respect to the
usual topology on R, i.e. A € 7. This being true for all A € 7y, we have
Ty C TR, and finally 7y = Tr. We conclude that the metric d’ induces
the usual topology on R. Let ¢'(R) be the diameter of R with respect
to the metric d’. For all z,y € R, we have d'(z,y) < 2. It follows that
0'(R) < 2 and in particular §'(R) < +o00. So R is bounded with respect
to the metric d’. However, if d” denotes the usual metric on R, and §”(R))
the diameter of R with respect to d”, then it is clear that 6”(R) = +oc.
So R is not bounded with respect to the usual metric on R.

3. Let K be a compact subset of E. Let ¢ > 0. We clearly have K C
Uzex B(z,€). The family (B(z,€)).ecx being a family of open sets in F,
from exercise (2), there exists {z1,...,z,} finite subset of K, such that
K C B(x1,€) U...UB(zp,€).

4. Let (Q,7) be a metrizable topological space. Let d be an arbitrary metric
inducing the topology 7. Let K be a compact subset of 2. Taking e = 1 in
3., there exists {x1,...,z,} finite subset of K, such that K C B(x1,1)U
...UB(zp,1). Let z,y € K. There exists 7,5 € {1,...,n} such that
x € B(z;,1) and y € B(x;,1). It follows that:

d(z,y) < d(z,z;) + d(zi, zj) + d(zj,y) <2+ M

where M = max; j d(x;,z;). Hence, we see that §(K) < 2 + M, where
0(K) is the diameter of K with respect to the metric d. In particular,
d(K) < +00, and K is bounded with respect to the metric d. This is true
for all d inducing 7.

Exercise 6

Exercise 7.

1. Since K is bounded with respect to the usual metric on R, we have §(K) <
+oo. If K = (), then K C [-M, M] for any M € R*. Suppose K # 0.
Then 6(K) € R*, and for all z,y € K, we have |z — y| < §(K). Let
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yo € K. For all x € K, we have |z| < §(K) + |yo|. So K C [-M, M], with
M = 6(K) + lyo-

2. Let K’ denote the complement of K in [— M, M]. We have K’ = [-M, M]N
K¢, where K€ is the complement of K in R. Since by assumption K is
closed in R, K€ is open in R. It follows that [—M, M] N K¢ is open with
respect to the induced topology on [—M, M]. So K’ is open in [—M, M],
and we conclude that K is closed in [—M, M].

3. From theorem (34), [-M, M] is a compact subset of R. From 2., K is a
closed subset of [—M, M]. From exercise (2)[6.], we conclude that K is a
compact subset of [—M, M].

4. From 3., K is a compact subset of [ M, M]. It follows from exercise (2)[3.],
that K is also a compact subset of R. We have proved that any closed
and bounded subset of R, is also a compact subset of R.

5. Let K be a compact subset of R. Since (R,7r) is Hausdorff, from the-
orem (35), K is a closed subset of R. Moreover, from exercise (6), K is
bounded with respect to any metric inducing the usual topology on R. In
particular, it is bounded with respect to the usual metric on R. We have
proved that any compact subset of R is closed and bounded.

6. From 4., any subset of R which is closed and bounded, is compact. Con-
versely, from 5., any compact subset of R is closed and bounded. This
proves theorem (36).

Exercise 7

Exercise 8.

1. Let (W;);er be an open covering of f(€2). For all ¢ € I, W; is open, and
f() C UierW;. Let @ € Q. Then f(x) € f(2). There exists ¢ € I, such
that f(z) € W;, ie. o € f~YW;). Tt follows that Q C U;er f~H(W;).
Moreover, f being continuous and W; open, each f~1(W;) is open in Q.
We have proved that (f~1(W;));es is an open covering of €.

2. Let f:(Q,7) — (S,7s) be a continuous map, where (2,7) is a compact
topological space. Let (W;);e; be a family of open sets in S, such that
F(Q) C UijerW;. From 1., (f~1(W;))ies is a family of open sets in 2, such
that Q C Ujerf~1(W;). (9, 7) being compact, there exists {iy,...,i,}
finite subset of I, such that Q C f~1(W,,)U...Uf~*(W;, ). Let y € ().
There exists © € €, such that y = f(x). There exists k € {1,...,n}, such
that z € f=*(W,,), i.e. f(z) € Wi,. Soy € W;,. We have proved that
() C Wy, U...UW, . Given an arbitrary family (W;);er of open sets,
such that f(Q) C U;e; Wi, we have found a finite subset {i1,...,4,} of I,
such that f(2) C W;, U...UW,; . This shows that f(€) is a compact
subset of (S, 7g).
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Exercise 8

Exercise 9.

1.

By construction, the topological space (R, 7g) is homeomorphic to [—1, 1]
[definition (34)]. In particular, there exists a continuous map h : [-1,1] —
R. From theorem (34), the topological space [—1, 1] is compact. From ex-
ercise (8), we conclude that R = h([—1,1]) is a compact subset of (R, 7g)-

In other words, (R, 7g) is a compact topological space.

Let K be a compact subset of R. The usual topology 7r on R, is nothing
but the topology induced on R, by the usual topology on R, i.e. T =
(Tr)|r- From exercise (2)[3.], we conclude that K is also a compact subset

of R.

Let K be a compact subset of R. Since (R,7g) is metrizable, it is a
Hausdorff topological space. It follows from theorem (35) that K is closed
in R. Conversely, suppose K is a closed subset of R. From 1., (R, 7g) is
compact. We conclude from exercise (2)[6.], that K is a compact subset
of R.

Let A be a non-empty subset of R, and o = supA. We assume that
a # —oo (i.e. A is not reduced to {—oo}). Let U € T with o € U. Let
h : R — [~1,1] be an increasing homeomorphism. Then, h(U) is open
n [—1,1], and h(a) € h(U). Since o # —oo, we have h(a) # —1. There
exists € > 0, such that we have Jh(a) — €, h(a)] C h(U), together with
—1 < h(a) — e. Tt follows that |3,a] C U, where 8 = h™*(h(a) —€) € R.
Let A be the closure of A in R [definition 37]. If a = —o0, since A # 0,
we have A = {—o00}. So @ € A C A. Suppose that a # —co. We claim
that « € A. Let U € Tg be such that o € U. As shown above, there
exists f < a, f € R, such that |3,a] C U. « being the supremum of
A, its is the smallest of all upper-bounds of A. Hence, § cannot be such
upper-bound, and there exists ¢ € A such that ¢ €]8,a] C U. Hence, we
see that ANU # (). This being true for all open sets U in R containing a,
we have proved that a € A. We conclude that for any non-empty subset
A of R, we have a = sup A € A.

Let A be a non-empty closed subset of R. From 4., we have sup A € A,
and similarly inf A € A. A being closed in R, it coincides with its closure
inR,ie. A=A SosupA € A andinfA € A. Any non-empty closed
subset of R contains its supremum and infimum.

Let A = {x € R : sinz = 0}. The map ’sin’ being continuous, A =
sin~'({0}) is a closed subset of R. However, inf A = —co and sup A =
400, and consequently, A does not contain its supremum or infimum. In 5.,
we showed that any non-empty closed subset of R contains its supremum
and infimum. This property does not hold for non-empty closed subset of
R. Indeed, R itself is a closed subset of itself, and does not contain its
supremum or infimum. [Note that R is not closed in RJ.
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7. Let A be a non-empty closed and bounded subset of R. From theo-
rem (36), A is a non-empty compact subset of R. It follows that it is also
a non-empty compact of subset of R, and consequently from theorem (35),
it is a non-empty closed subset of R. We conclude from 5. that A contains
its supremum and infimum, i.e. sup A € A and inf A € A.

Exercise 9

Exercise 10.

1. Let f:(Q,7) — (R, Tg) be a map with f(Q) C R. Suppose f is continu-
ous with respect to 7. Let U be open in R. Then UNR is open in R, and
therefore f~1(U) = f~*(UNR) € 7. So f is continuous with respect to
Tg. Conversely, suppose f is continuous with respect to 7g. Let V € Tg.
There exists U € Tg, such that V. =UNR. So f~}(V) = f"1(U) e T.
So f is continuous with respect to 7g. We have proved that whenever
£(£2) C R, the continuity with respect to 7gr and Ty are equivalent.

2. Let f:(9,7) — (R,7g) be a continuous map, where (£2,7) is a non-
empty compact topological space. From exercise (8), f(2) is a non-empty
compact subset of R. In particular, from theorem (35), it is a non-empty
closed subset of R. From exercise (9)[5.], we conclude that f(£2) contains
its supremum and infimum, i.e. sup f(2) € f(2) and inf f(Q) € f(©2). In
other words, there exist x,, and x,; in €2, such that;

f(am) = inf f(z) . fza) = sup f(z)
x zeQ
This proves theorem (37).

Exercise 10

Exercise 11.

1. Suppose ¢ €]a, b[ and f(c) = sup f([a, b]). By assumption, f'(z) exists for
all z €a,b[. So in particular, f’(c) is well defined. For all z € [a, b], we
have f(x) < f(c). Hence, for all z €]c, b], we have (f(x)—f(c))/(z—c) <0.
Taking the limit as ¢ — ¢, ¢ < x, we obtain f/(c¢) < 0. Moreover, for all
x € [a,c[, we have (f(c) — f(x))/(c —x) > 0. Taking the limit as x — ¢,
2 < ¢, we obtain f’(¢) > 0. We conclude that f’(c¢) = 0.

2. Leta,be R, a <b. Let f : [a,b] — R be continuous on [a, b], differentiable
on |a, b, with f(a) = f(b). From theorem (34), [a,b] is a compact subset
of R. f being continuous, from theorem (37), it attains its maximum
and minimum on [a,b]. Suppose sup f([a,b]) = inf f([a,b]). Then f is
constant on [a,b], and f’(c) = 0 for all ¢ €]a,b[. Suppose that we have
sup f([a,b]) # inf f([a,b]). Then sup f([a,b]) and inf f(]a,b]) cannot both
be equal to f(a) = f(b). Changing f into — f if necessary, without loss of
generality we can assume that sup f([a,b]) # f(a). Let ¢ € [a,b] be such
that f(c) = sup f([a,b]). Then f(c) # f(a) and f(c) # f(b). So in fact,

we have ¢ €]a,b[. Since f(c) = sup,¢(, ) f(2), from 1., we conclude that
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f'(¢) = 0. We have proved the existence of ¢ €]a, b, such that f'(c) = 0.
This proves theorem (38).

Exercise 11

Exercise 12.

1. his of the form h = f + ap, where a € R, and p is a polynomial. Since f
is continuous on [a, b] and differentiable on ]a, b[, the same is true of h.

2. We have h(a) = f(a) and h(b) = f(a). So h(a) = h(b), and we can apply
Rolle’s theorem (38). There exists ¢ €a, b[ such that A'(c) = 0. Since for
all z € [a,b],we have:

hz) = f(z) = (z —a)
we have found ¢ €]a, b, such that:

f(b) = fla) = (b= a)f'(c)

f(b) — f(a)
b—a

Exercise 12

Exercise 13.

1. f is continuous on [a,b], and f’ exists on |a,b[. Since f is of class C",

each f(*) is well defined and continuous on [a,b], for all k € {1,...,n}.
Moreover, each f) is differentiable on [a,b], and in particular on ]a, b[,
for all kK € {1,...,n — 1}. In fact, since f(**1) exist on Ja,b[, each f(*)

is differentiable on Ja,b[ for all k € {1,...,n}. We conclude that h is
continuous on [a, b], and differentiable on ]a, b].

2. For all k € {1,...,n}, we have:
(b= ) 79 = —k(b — )£ 4 (b — ) fOD)

Therefore, if we define:

n

_ )k
o) = 3 L2 0o )

k=1
we have:
n _ )kt n )k
n—1 . k n . L
"L Crh @) + 2. @)
and from: 0 -
h(z) = f(b) — f(z) — g(=) CES]
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we conclude that:

W) = —fla)+ ) -
= o g ay)

n!

(b—a)"
n!

(b— )"

(n+1)
70 @) ol

3. h is continuous on [a, b], and differentiable on ]a, b[. Moreover, h(b) =0 =
h(a). From theorem (38), there exists ¢ €]a, b[, such that h’(c) = 0. Hence,
from 2., there exists ¢ €]a, b[ such that f("*1(c) = a. From h(a) = 0, we
have:

~ (b—a)
76 @) = Y L 0 )

k=1

(b —a)™tt

CEERARCIC)

Given a,b € R, a < b and n > 0, given f : [a,b] — R of class C" on
[a, D], such that f("+1) exists on ]a, b, we have found ¢ €]a,b[ such that
equation (5) holds. This proves theorem (39).

Exercise 13
Exercise 14.

1. Let ¢ :Ja,b[— R be convex and differentiable. Let z,y €]a,b], © < y. For
all z, 2’ €]x, y[ such that z < 2/, from exercise (1), we have:

B(2) — Blx) _ 4(=) — 0(2) _ Bly) — o(=)

z—x - 2 —z - y—2z

2’ being fixed, taking the limit as z || =, we obtain:

/ d(y) — (b(zl)
o) < S5

and finally, taking the limit as 2’ 11 y, ¢'(x) < ¢'(y). We have proved
that if a convex function is differentiable, its derivative is non-decreasing.

2. Let z,y,z €la,b] with z < y < z. Since f is differentiable on ]a,b[, in
particular, it is continuous on [z,y] and differentiable on |z,y[. From
exercise (12), there exists ¢; €]z, y[ such that;

o(y) — d(x) = ¢'(c1)(y — @) (6)
Similarly, there exists co €]y, z[, such that:
P(2) = d(y) = ¢(c2) (2 — y) (7)

From z < y < z, we conclude that ¢; < cs.

3. Let ¢ :]Ja,b]— R be differentiable, and such that ¢’ is non-decreasing. Let
x,y,z €|a,b] be such that < y < z. From 2., there exist ¢, ca €]a,b],
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4.

D.

c1 < c2, such that equations (6) and (7) are satisfied. ¢’ being non-
decreasing, we have ¢'(c1) < ¢(c2). We conclude from (6) and (7) that:

oly) —o(z) _ ¢(2) = ¢(y)
y—xz T z—y
From exercise (1), it follows that ¢ is convex. We have proved that a
differentiable map on ]a, b[, with non-decreasing derivative is convex.

x — e* is differentiable on R, with non-decreasing derivative. It is there-
fore convex.

x — —In(z) is differentiable on |0, +o00[, with non-decreasing derivative.
It is therefore convex.

Exercise 14

Exercise 15.

1.

Since ¢ :]a,b[— R is convex, from exercise (1), it is continuous. It fol-
lows that ¢ : (Ja,b[,B(]Ja,b])) — (R,B(R)) is measurable. Since X €
Ly (Q,F, P), the map X : (2, F) — (R,B(R)) is measurable. In fact,
since X () Cla,b], it is also true that X : (2, F) — (]a,b[,B(]a,b])) is
measurable. We conclude that ¢o X : (Q, F) — (R, B(R)) is measurable.

Since from 1., ¢ o X is measurable and R-valued, it is an element of
L& (2, F, P), if and only if:

El|¢ o X|] é/|¢oX|dP < 400

Suppose E[X] = a. Since by assumption, X € Li(Q,F, P), E[X] € R.
So a € R. Since X () Cla,b|, in particular X > a. So X —a > 0 and
J(X —a)dP = 0. From exercise (7) [6.] of Tutorial 5, we conclude that
X = a P-as., which contradicts X (2) Cla, b][.

Suppose E[X] = b. Since by assumption, X € Lk (Q,F, P), E[X] € R.
So b € R. Since X () Cla,b], in particular X <b. So b— X > 0 and
J(b— X)dP = 0. From exercise (7) [6.] of Tutorial 5, we conclude that
X = b P-a.s., which contradicts X () Cla, b].

Let m = E[X]. Since X() Cla,b[, we have a < X < b. It follows that
a <m <b. From 3. and 4., m = a or m = b leads to a contradiction. We
conclude that m €]a, b[.

We define:
¢(m) — ¢(z)

m—x

B2 sup

z€)a,m|
Since a < m, |a,m[# 0 and 8 # —oco. Let z €m,b[. Since ¢ is convex,
from exercise (1), for all z €]a, m[, we have:

¢(m) — ¢(x) _ ¢(z) — d(m)

m—x - zZ—m
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It follows that:
5 < 012) = 6(m)
z—m
In particular, § < 400 and finally 5 € R.

7. Let x €]a,b[. If « €]a, m[, then by definition of 3, we have:

p(m) — o(x) <5
m—x
and consequently:
¢(m) + Bz —m) < ¢(x) (8)
If & €)m, b, then from 6., we have:
5< p(x) — ¢(m)
T—m

and consequently, inequality (8) still holds. We conclude that inequal-
ity (8) holds for all = €]a, b|.

8. For all w € Q, X(w) €la, b[. From 7., we obtain:
¢(m) + (X (w) —=m) < ¢(X(w)) 9)

9. If o X € LL(Q, F, P), then E[¢o X] is meaningful. Taking expectations
on both sides of (9), we obtain:

¢(m) + B(E[X] —m) < E[$ o X]

and since m = E[X], we conclude that ¢(m) < E[¢ o X]|. This proves
theorem (40).

Exercise 15
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